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The purpose of this study was to understand how the group processes of teams of software requirements analysts led to problems and to suggest possible solutions. Requirements definition is important to establish the framework for a development project. Researchers have proposed numerous requirements development techniques, but less has been done on managing teams of requirements analysts. To learn more about group processes within such teams, we studied two teams of analysts developing requirements for large, complex real-time systems. These teams had problems ensuring that requirements documents were complete, consistent, and correct; fixing those problems required additional time and effort. To identify sources of problems, we applied two theories of collective action, coordination theory and collective mind theory. Coordination theory suggests that a key problem in requirement analysis is identifying and managing dependencies between requirements and among tasks. Most requirements methods and tools reflect this perspective, focusing on better representation and communication of requirements. The collective mind perspective complements these suggestions by explaining how individuals come to understand how their work contributes to the work of the group. This perspective suggests that deficiencies in actors' representations of the process and subordination to collective goals limit the value of their contributions.

One of the hardest parts of system development is deciding what the system should do, that is, in determining the system requirements. In his classic essay "No Silver Bullet," Frederick Brooks¹ noted that:

The hardest single part of building a software system is deciding precisely what to build. No other part of the conceptual work is as difficult as establishing the detailed technical requirements, including all the interfaces to people, to machines and to other software systems. No part of the work so cripples the resulting system if done wrong. No other part is more difficult to rectify later.

A Standish Group report² identified clear requirements as the third most important factor for successful project development; incomplete and changing requirements as the second and third most important factors leading to unsuccessful projects; and incomplete requirements as the number-one factor for canceled projects. Meyers³ suggested that more than half the cost of developing systems could be attributed to decisions made during the development of their requirements. Once one knows exactly what the system should do and how it should behave, implementation is often simple by comparison.

For small projects, requirements analysis and development are relatively unproblematic: an individual analyst working with users can specify system requirements reasonably completely and consistently. This person may also implement the system, so even if there are problems with the specification, he or she
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can simply fix them as they arise with little danger of damaging the integrity of the system.

Large systems, however, pose greater challenges. Researchers have identified numerous problems that arise for projects large enough to require a team of requirements analysts who are unlikely to be the users or implementers of the system. These problems include ensuring that the requirements:

- Fit customers' needs, even though it is difficult (and sometimes impossible) for customers to understand the requirements specifications as written by the requirements analysts
- Specify a system that can actually be built by the developers
- Are complete and consistent

These problems arise primarily because large systems require knowledge from many domains and involve many more requirements than can be managed by a single person, no matter how talented. Furthermore, it is nearly impossible to create part of the specification without interaction with other parts. Designers attempt to decompose systems into pieces that are not tightly coupled, but it is difficult to create pieces both small enough for a single individual to work on and having only limited interactions with the rest of the system.

Therefore, large projects will always require coordinated group effort. Requirements analysts must be able to share their knowledge of the problem and individual parts of the system with customers, developers, and other analysts to generate a complete, correct, and consistent set of requirements. Numerous techniques have been proposed to guide and structure the development process. However, less attention has been given to the processes within groups of requirements developers. In this study, we show how two theories could be used to identify the causes of some problems that arise in requirements analysis and development and to suggest possible strategies to eliminate or minimize them.

In our study we started with coordination theory, which suggested ways to manage dependencies in processes. Coordination theory provided some strategies for managing requirements analysis, but our research also probed the limitations of coordination theory. We therefore turned for additional insight to collective mind theory.

Research setting

Before discussing the theories, however, we introduce our research setting in more detail to explain why these two theories seemed appropriate. We studied requirements development in two companies, which we will refer to by the pseudonyms LGC and TC. LGC was a large government information systems contractor that developed requirements for air traffic control systems; TC was a large multinational telecommunications company at which we studied a division that developed control software for telecommunications switches.

We chose these two sites because the requirements problems they faced were particularly difficult.

- Both companies were actively involved in requirements definition for very large complex systems requiring large development teams. The telephone switching software at TC had about five million lines of code, and 200 people were involved in requirements analysis. LGC had 300-400 employees in the division we studied, and the government agency for which the requirements were developed employed many more.
- Both developed real-time software, which is particularly complex to specify because of the need for strict timing and the unpredictable effects of interactions among elements.
- The systems included both software and nonsoftware components such as humans, hardware, etc. In Davis's terms, they were systems rather than pure software.
- The systems comprise some new and many already developed components, which constrained the development process. Functional needs had to be squared with requirements imposed by the existing technology and architecture.
- The systems had to be tailored to provide the desired functionality in various customers' environments and to work with customers' existing equipment and processes.

About LGC. The group at LGC was involved in a single project: integrating several existing and new prototypes of future air traffic control systems and an air traffic simulation into a single interactive simulation. The overall result of the project was to be a set of requirements for the real systems. In other words, the prototypes were a way to test and refine requirements rather than an end in themselves. However, the prototypes did have an immediate customer: experimenters who were to test various system
configurations and capabilities to ensure that they worked together and were useful. The final requirements document was then to be written based on experience with the prototypes and given to another contractor as a basis for systems development.

The group inherited much of the prototype code from other groups and developed the remaining prototype code themselves. Developing the requirements for a particular prototype involved determining which overall system requirements engaged that component, specifying which services the component would provide to satisfy the requirements, and determining the other components with which the prototype interacted and exchanged data. For existing prototypes, the newly specified services would then be mapped to the already written code. As a particular prototype was specified, changes might be made to the system-level requirements or to other components.

One problem this group had was that the requirements documents inherited and developed needed extensive editing for consistency when they were integrated. For example, different components made different assumptions about when shared data would be provided. The individuals developing parts of the specification were not able to anticipate all the opportunities for inconsistency. Yet, it was not feasible for a single person to write the entire specification.

About TC. The second company, TC, developed telephone switching systems, which are essentially large special-purpose computers. The division we studied developed high-capacity switches for an international market. The telephone switch hardware and software were extensively customized to meet each customer’s unique needs. The content of a particular switch was expressed as a list of the features it included, such as interfaces to the rest of the network (e.g., a particular communications line and signaling protocol), customer services (e.g., call waiting) and operational support (e.g., customized reports or diagnostics). Features were described in detail in separate specification documents and implemented in hardware and software.

Unlike at LGC, the requirements process at TC was executed for each customer. Every customer was different, and the group had several projects at various stages of work at any time. Work was largely reactive: typically, customers submitted requests for contract proposals, usually through the sales force, and the company would respond with a bid. The “front-end” group that we studied used information in the request to determine which features were needed in the delivered product to satisfy the stated needs. A typical product included many previously developed features that were simply retested, some extensions to existing features, and a handful of entirely new features (e.g., 10 new features out of 200 total). For each new feature, a specification document was written to guide the development of new hardware and software.

Generation of feature lists was hampered by the complexity of the products. There were literally thousands of possible features, some required, some optional, and many mutually exclusive. The primary difficulty experienced by the front-end group was feature churn. Feature churn happened when the list of required features turned out to be incorrect in some way and had to be changed, e.g., by adding missing features or replacing one feature with another. Most significant were missed new features, since these required additional programming work that had to be fit into the development schedule. One study done by the company identified 170 changes to the feature lists for six projects in a six-week period. The same study showed that changes could cost up to 500 times as much when made late in a project as in the beginning, and late changes were unfortunately not uncommon — some coming as late as customer delivery.

Table 1 summarizes the comparison of the two research sites. In many ways our sites were atypical. The projects were larger than most, the constraints of the underlying technology were more important, and user involvement was difficult to obtain, as discussed below, limiting the use of user-driven development methodologies such as joint application development technique (JADT). Furthermore, our study is based on only two sites, further suggesting that gen-
eralizations should be made with caution. Nevertheless, we feel that the enormous complexity of these systems makes these sites an extremely rich source of data about the requirements analysis and development process. Both companies were interested in participating in this research because they felt that requirements development was a fundamental problem that they had to learn to manage more effectively.

### Coordination theory

From our initial examination of the problem, it was apparent that a major problem in developing requirements was coordination. Curtis, Krasner, and Iscoe identified this problem in a field study done to identify problems affecting software productivity and quality in 17 large-systems development projects (some successful and some not). The three problems they considered most important because of the additional effort or mistakes attributable to them were "the thin spread of application knowledge," "fluctuating and conflicting requirements," and "communication and coordination breakdowns." They concluded that large projects have extensive communication and coordination needs that are not mitigated by documentation. They also found that breakdowns were likely to occur at organizational boundaries, that coordination across these boundaries was often extremely important to the success of the project. These results suggested that it would be valuable to study the kinds of coordination problems that arise in software requirements development and the mechanisms available to address these problems.

About coordination theory, Coordination theory provides a theoretical framework for analyzing complex processes such as requirements analysis. We used the model presented by Malone and Crowston, who define coordination as "managing dependencies." They analyzed group action in terms of actors performing interdependent tasks. These tasks might also require or create resources of various types. For example, in the case of software requirements development, actors included the customers and various employees of the software company. Tasks included translating aspects of a customer’s problem into system requirements and checking requirements for consistency against other requirements. Finally, resources included the information about the customer’s problem, existing system functionality, and analysts’ time and effort.

In this view, actors in organizations face coordination problems arising from dependencies that constrain how tasks can be performed. Dependencies can be between tasks, between tasks and the resources they need, or between the resources used. Dependencies may be inherent in the structure of the problem (e.g., components of a system may interact with one another, constraining how a particular component is designed) or they may result from the assignment of tasks to actors and resources (e.g., two engineers working on interacting components face constraints on the designs they can propose without interfering with each other).

To overcome these coordination problems, actors must perform additional work, which Malone and Crowston called coordination mechanisms. For example, if particular expertise is necessary to perform a particular task (a task-actor dependency), then an actor with that expertise must be identified and the task assigned to him or her. Important for this process, dependencies between requirements (resource-resource dependencies) must be actively identified and their implications for the design assessed and managed.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>TC</th>
<th>LGC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project</td>
<td>Telephone switching software</td>
<td>Integrating simulations of and human-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>interface prototypes for air traffic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>control systems</td>
</tr>
<tr>
<td>Size of project</td>
<td>5 million lines of code</td>
<td>300–400 employees in division</td>
</tr>
<tr>
<td>Size of group</td>
<td>200 people involved in</td>
<td>Determining which existing or new module</td>
</tr>
<tr>
<td>Requirements analysis</td>
<td>requirements analysis</td>
<td>would meet system requirement and</td>
</tr>
<tr>
<td>Specific problems with</td>
<td>“Feature churn”</td>
<td>how data would be exchanged</td>
</tr>
<tr>
<td>process</td>
<td></td>
<td>Inconsistent assumptions across modules</td>
</tr>
</tbody>
</table>

Table 1: Comparison of key features of research sites
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Coordination theory suggests that, given an organization performing some task, one way to generate alternative processes is to first identify the particular dependencies and coordination problems faced by that organization and then consider what alternative coordination mechanisms could be used to manage them. Problems with the process may also be caused by dependencies that are not managed.

**Data collection and analysis.** In each site, we wanted to document the kinds of dependencies that constrain the requirements development process and document the coordination mechanisms that were used to manage these dependencies. Dependencies are conceptualized as arising between tasks and resources; so we started by ascertaining the tasks and resources used in requirements analysis, then identifying dependencies and related coordination mechanisms. Since the tasks in requirements analysis are entirely information-based, we adopted the information processing view of organizations.\(^{10-12}\)

Given this perspective, the goal of the data collection was, in the terms of March and Simon,\(^ {14}\) to uncover the programs used by the individual requirements analysts in the groups. March and Simon suggest three methods for data collection to uncover these programs: (1) interviewing individuals, (2) examining documents that describe current operating procedures, and (3) observing individuals at work. Although all three techniques were used, we relied most heavily on semi-structured interviews. As March and Simon point out, "most programs are stored in the minds of the employees who carry them out, or in the minds of their superiors, subordinates, or associates. For many purposes, the simplest and most accurate way to discover what a person does is to ask him."\(^ {15}\)

We started the data collection by identifying different kinds of actors in the groups. This identification was done with the aid of a few key informants and refined as the study progressed. Formal documentation of the process was used as a starting point when available. However, it was expected that the process performed would differ from the formally documented process. It was the informal process (as well as the formal process surrounding it) that we sought to document.

Interview subjects were identified by the key informants, based on their job responsibilities. Interviews were generally one to two hours long. When possible, both authors took part, one leading the interview while the other took notes. Because of concerns about the confidentiality of the products being developed, few interviews were tape-recorded. Most interviews were held at the companies' engineering headquarters, with some follow-up interviews conducted by telephone.

At LGC we interviewed 14 individuals, including managers and systems developers. At TC, we held 19 interviews with 22 individuals, including group managers, product managers, project managers, and application engineers. We also sat in on several work meetings and collected examples of documents created and exchanged during the requirements development process.

The initial focus of individual interviews was to identify the type of information received by each kind of actor and the way each type was handled. For example, we asked subjects: (1) what kinds of information they receive; (2) from whom they receive it; (3) how they receive it (e.g., from telephone calls, memos, or computer systems); (4) how they process the different kinds of information; and (5) to whom they send messages as a result. When possible, these questions were grounded by asking interviewees to talk about items they had received that day, an "in-basket methodology."\(^ {14}\) Meetings were also held with three different groups at TC (numbering 5, 7, and 15 members, respectively) during which they identified responsibilities of their group and the various roles they performed or with which they interacted.

In addition to interviews, we collected data from participant observation. One of the authors participated in the development process at LGC for a period of four months, which included the latter part of the requirements analysis process and initial attempts to use the requirements for further development. Additionally, a former member of the software devel-
Table 2  Comparison of experiences with coordination mechanisms in research sites, organized by type of dependency

<table>
<thead>
<tr>
<th>Dependency</th>
<th>Applicable Coordination Mechanisms</th>
<th>TC</th>
<th>LGC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Producer-consumer (usability)—Requirements had to solve customer's problem</td>
<td>Standardization</td>
<td>Requirements are stated in a standard form to ensure usability by developer. Specifications of certain components meet standards, but system is customized.</td>
<td>System is being developed for the first time, so no standards exist.</td>
</tr>
<tr>
<td>Ask customers</td>
<td></td>
<td><img src="image.png" alt="Image" /> Primary source of information, but information was often delayed or incomplete due to bidding process Requirements developers often knew customer requirements better than customer.</td>
<td>Lack of communication, even though immediate users were local. Requirements developers understood air-traffic control, but not needs of experimenters.</td>
</tr>
<tr>
<td>Developer expertise</td>
<td></td>
<td><img src="image.png" alt="Image" /> Requirements developers often knew customer requirements better than customer.</td>
<td></td>
</tr>
<tr>
<td>Task-subtask dependencies—Process of developing requirements decomposed into developing individual requirements</td>
<td>Planning subtasks to accomplish task</td>
<td><img src="image.png" alt="Image" /> Analyses read specification to determine which features customer needed. Could use database to determine features, but reportedly out-of-date and hard to search. Not infrequently, missed or misspecified a feature.</td>
<td>Analyses wrote specifications for existing modules.</td>
</tr>
<tr>
<td>Task-actor dependencies—Given a requirement, had to find person with expertise to work on it</td>
<td>Determine expertise needed</td>
<td><img src="image.png" alt="Image" /> Discuss in group meetings Most analysis seemed to know whom to ask.</td>
<td>Discuss in group meetings Most analysis seemed to know whom to ask.</td>
</tr>
<tr>
<td>Dependencies between requirements—Requirements might interact</td>
<td>Modules interact only via well-defined interfaces Manual review of features</td>
<td><img src="image.png" alt="Image" /> Database existed, but reportedly unreliable. Most interactions caught based on analyst's knowledge.</td>
<td>Approach missed data dependencies.</td>
</tr>
</tbody>
</table>

Notes from the interviews and participant observation were analyzed by the authors to identify evidence supporting or contradicting the theories used. Although the process of moving from theory to data and back was somewhat cyclical, in that the data were used to critique the theoretical models, the analysis was primarily deductive because the purpose was to evaluate the applicability of the theories to the requirements analysis process.

Coordination in requirements development. In this subsection, we present the dependencies and coordination mechanisms identified in our sites. This analysis is summarized in Table 2. Malone and Crowston listed several types of dependencies. Our research built on and contributed to this work by identifying additional coordination mechanisms that can be used to manage the dependencies we identified. We discuss four kinds of dependencies in the context of software requirements analysis: producer-consumer dependencies, task-subtask dependencies, task-actor dependencies, and dependencies between requirements.

Producer-consumer dependencies. Dependency analysis can be done at different levels of abstraction. At a high level, a producer-consumer dependency existed among requirements analysis and tasks further downstream, such as coding and testing, as shown by the dashed lines in Figure 1. (The process representation used in Figure 1 is modeled after that used in the process handbook. The solid vertical lines indicate decomposition of a task into subtasks.)
Dashed horizontal lines indicate flow of a resource from one task to another and thus a producer-consumer dependency. In other words, requirements analysis produced an output—the requirements (shown in italics in Figure 1)—that was used by coders and testers. The flow of this resource indicates a producer-consumer dependency between the two tasks (dashed line number 1). At a higher level of abstraction, the requirements analysts were part of the process of creating a system for the customer. In other words, both requirements analysis and coding are subtasks of the systems development process (indicated by solid lines in Figure 1), and systems development creates an output—the system—that is used by some other task, creating a higher-level producer-consumer dependency (indicated by dashed line number 2). Further distinctions could be made similarly if desired, e.g., between the needs of the customers who commission and pay for the system and the eventual end users of the system.

Malone and Crowston noted that producer-consumer dependencies impose several constraints on the producer, in particular usability—ensuring that the output is of a form useful to the consumer, and transfer—ensuring that the output is available to the consumer when needed. In this case, usability seemed to pose the key problem: requirements analysis is essentially a coordination mechanism for ensuring that the system created is useful, that is, a way to manage flow dependency number 2. Malone and Crowston suggested alternative approaches to satisfying usability dependencies including standardization (i.e., producing the output in an expected form), asking the consumer for input, or involving the consumer in a participatory design process. Each mechanism will be considered in turn.

Standardization. If a standard product is satisfactory for the user, requirements analysis is unnecessary after the product has been designed once. This approach is used for most packaged software, for example. For LGC, however, it was the initial system being developed; for TC, customers required highly customized products. In both cases, therefore, standardization was not an appropriate way to manage the usability dependency between systems development and use (dependency number 2 in Figure 1). Therefore, requirements analysts had to determine from the users of the system what kind of system would satisfy their needs.

Nonetheless, requirements were provided to developers in a standard format, e.g., using agreed-upon representations for system functionality. In other words, standardization was used to manage dependency number 1 in Figure 1. In the companies we studied, it seemed to be assumed that requirements analysts understood the capabilities of the technology and the development group because of training or experience with the development process. Therefore, communication among analysts and developers about the needs of the developers was indirect.

User involvement. A second strategy for managing usability constraints is to ask consumers to state their requirements or to somehow involve the consumer in the design process. Indeed, many who have studied this problem in recent years have emphasized the overwhelming importance of user involvement. In both companies, requirements analysts did solicit user input, e.g., by asking questions (sometimes through an intermediary or by arranging face-to-face meetings) or, in the case of LGC, by having air traffic controllers work with the prototypes. Other input was
also used; for example, in TC, if a system was required to interface with unfamiliar equipment, a planner might attempt to borrow samples of that equipment to check the implementation.

Unfortunately, getting input from the end users was quite difficult in both companies, and in neither case was user input sufficient to solve the requirements definition problem. At TC, users and developers worked for different organizations and were typically separated geographically and linguistically, since the division specialized in international sales. The bidding process also imposed further barriers, since information from the customer had to be provided to all bidders equally, and interactions were typically funneled through the sales staff as a check on what the company promised. As a result, detailed technical information might become available only after a contract was signed and requirements definition was partially completed. Finally, because of the large number of developers involved in creating requirements in both companies, it would have been impossible for all of them to meet a user anyway (nor guarantee that they would all interpret the users in the same way). Although these problems were more extreme in our two sites, Davidson\textsuperscript{16} notes comparable problems applying joint application development technique (JAD\textsuperscript{T}) in three financial service companies.

More importantly, user input alone was insufficient to ensure that the requirements were correct. For air traffic control and telephone switching, making a useful system required the application of specialized domain knowledge\textsuperscript{4} as well as information about the particular user context. For example, at TC, customer representatives did not always appreciate the detail required (e.g., which of 24 kinds of call waiting service was wanted, which standard functionality was required, or the precise specification of the trunk interfaces). At LGC, the ultimate users of the system were air traffic controllers who are easily able to provide input on how the system should interact with them, but who did not have any information about how the many systems that support their tasks might interact.

In both companies, this kind of specific domain knowledge was a central part of the developers’ competency and, in a sense, was the product they offered. Many members of the requirements development groups were experts in their fields, in some ways more expert than the customers. Developers used this expertise to make sense of the incomplete and ambiguous input they received from customers and translated it to their own domains. In other words, in this site a new coordination mechanism was used to manage usability, namely knowing as much or more about the problem domain than the eventual user.

However, it should be noted that over-reliance on this mechanism can easily lead to failure to listen to the customer and development of the wrong product. Tellingly, failures of this type of expertise were at the root of a problem encountered by the development group at LGC. The prototypes developed failed fully meet the needs of the immediate users, the experimenters, because the developers did not understand what experimenters needed from prototypes (as opposed to what the eventual users of the system needed from the system itself). In previous projects, requirements were derived from study and experience; this project was one of the first to use prototypes.

\textit{Task-subtask dependencies.} The previous subsection considered dependencies with requirements analysis taken as a whole. Of course, the process comprised many detailed tasks; a possible partial decomposition is shown in Figure 2, using the same notation as in Figure 1, where vertical solid lines indicate decomposition of a task into subtasks, and horizontal dashed lines indicate a flow of resources and therefore a producer-consumer dependency. The determination of individual requirements corresponds roughly to what Davis\textsuperscript{14} called the problem analysis stage, the goal of which is a "relatively complete understanding of the problem." It is followed by the problem description stage, during which analysts "resolve conflicting views and eliminate inconsistencies and ambiguities"\textsuperscript{17} as they write a final requirements document.

At TC, analysts created requirements by adding features to the feature list. If an appropriate feature could not be found, a detailed specification of a new feature would have to be written. Alternatively, the analyst might argue that the feature might not be worth implementing. At LGC, the process was similar, except that analysts created specifications for an individual prototype by locating a piece of code that already did what was required or by specifying new functionality. Again, the high-level requirements might be revised instead. Finally, the requirements created were checked for consistency. (Of course, individual requirements could also be checked for consistency as they were developed.) As a result, there are producer-consumer dependencies between
the creation of each requirement and the final check, as indicated by the dashed lines in Figure 2.

Between the high-level task of performing requirements analysis and the lower-level task of writing individual requirements were task-subtask dependencies. These dependencies were managed in this case by selecting subtasks that accomplish the desired task. In other words, requirements analysis is in essence a planning task, in which the high-level task is clear (write the requirements) and even the range of possible lower-level tasks is largely known (e.g., at TC, most features already exist), but an appropriate set of lower-level tasks must be chosen to achieve the high-level task. We were particularly interested in analyzing planning mechanisms, since they had not been discussed in detail by Malone and Crowston.²

Davis claimed that the difficulty in problem analysis is "organizing all the information, relating different people's perspectives, surfacing and resolving conflicts," i.e., developing a consistent set of requirements. However, according to our interviews, a large part of the problem was simply determining what the often incomplete and ambiguous customer statements meant for the requirements. (As discussed above, it was not always possible to simply ask users for clarification, nor would this always have been sufficient to resolve the issue.)

At TC, analysts read customers' proposal requests and determined which features were required; at LGC, analysts read the overall system requirements and determined which were related to their particular prototype. Both required an understanding of the goals of the system and knowledge about the capabilities of the technology. An analyst who did not know which features already existed, for example, would have been hard-pressed to understand what a customer was asking for, much less how to accomplish it.

At TC, analysts had access to a database of features, although it was difficult to search and was reported to be out-of-date. They could also ask engineers for advice in picking features. In some cases, however, they would simply miss a requirement or pick the incorrect feature, misunderstanding the customer's needs. Fixing these errors caused feature churn. In most cases, however, analysts seemed able to make sense of the task and decompose it to specifics. Unfortunately for our goal of characterizing the steps in coordinating these requirements, analysts were not able to easily articulate how they did this decomposition.

Task-actor dependencies: The next class of dependencies we consider are task-actor dependencies. Tasks require resources, if only the effort of an actor to perform the task. An important class of coordination processes manages the assignment of re-
resources to tasks. Crowston suggested four steps to such resource assignments: identifying the type of resources needed, identifying available resources, selecting the resources, and making the assignment. Most work on resource assignment (e.g., in economics, organization theory, or computer science) has focused on the middle steps, that is, techniques for identifying or selecting available resources. By contrast, in the requirements analysis process, the first step—identifying what resources are needed to perform a particular task—seems at least as important.

Analysts could easily refer problems to one another and for the most part seemed to know who had expertise in which particular areas. Before they could refer a problem, however, they had to first determine what expertise was required to solve the problem, or even what the problem was. One approach is to consult everyone about everything that might be relevant, whether one-to-one, in small groups reviewing a section of the requirements, or in large status meetings. All three techniques seem to be used at both LGC and TC, although analysts for the most part seemed to know to whom to talk.

Dependencies between requirements. The final class of dependencies are those between requirements. Interactions among requirements are often a problem in large real-time systems. In a telephone switch, for example, call waiting and call forwarding on busy specify different actions for an incoming call when the person being called is already on the phone. If both features are active, the requirements must give one or the other priority, or the system behavior will be undefined. This interaction is fairly obvious; much more subtle interactions are possible.

To manage these dependencies, they first had to be identified, and harmful dependencies had to be eliminated by changing one or the other of the requirements. For the processes we studied, identifying dependencies seemed to be a key factor. Analysts had to determine how the features they specified interacted with every other feature in the system to ensure that they were complete and consistent with one another and with prior decisions about the system. Because there were hundreds of features, each supported by different people, these interactions were difficult to detect. Modifying the software for one feature could affect other features in ways that were unanticipated by the analyst specifying the modification. Those in charge of the affected feature might not become aware of the changes until their feature "broke."

LGC attempted to control these interactions by having prototypes interact only through message passing. Where dependencies were necessary, analysts would negotiate an acceptable interface from one prototype to another. As it turned out, however, the prototypes (some of which had been created separately and for different purposes) still interacted in unexpected ways, often because they made different assumptions about such things as the situation being simulated or the order in which they would obtain data. For example, there might be a piece of information about the environment that one simulation needed to know when it started, but which the central simulation manager did not (at least originally) provide until later. Progress reviews focused on the functionality and status of each module, but as the project manager reported, "Those were the wrong questions." To catch these interactions, she suggested instead a focus on the flow of control between modules (e.g., as a simulated flight is passed from one system to another). Fixing these dependencies required extra work.

In TC, ensuring that requirements (i.e., feature lists) were consistent required considerable additional effort. Specified features might conflict in nonobvious ways, and these dependencies required additional work to detect and correct. (Detection of feature interactions in telecommunications systems has become an active research area, although most researchers are focusing on detecting or preventing interactions when features are executed rather than during design.) Various analysts reviewed the feature list at several different points in the process to uncover these dependencies, apparently based on their knowledge of the characteristics of the features. Because of time pressures, however, these checks were often cursory, since in practice most features did not interact. In addition, the feature database reportedly did not represent dependencies reliably. Both factors led to feature churn caused by missed dependencies (or in the worst case, a system that behaved incorrectly).

Tools and techniques for coordinating requirements development. Coordination theory suggests problems arise when dependencies go unmanaged. Implicitly, most published approaches to requirements analysis are consistent with a coordination theory approach, providing ways to communicate requirement information and to manage dependencies or even to reduce and eliminate them. The dependencies discussed above are: usability dependencies between requirements analysts and between users and re-
requirements analysts and developers; task-subtask dependencies; task-actors dependencies; and dependencies between requirements. Of these, usability dependencies and dependencies between requirements seem to be addressed best.

Strategies for managing dependencies between analysts and requirements users include more efficient ways to communicate information from users to requirements analysts and from analysts to developers. Techniques for eliciting requirements have been surveyed by Powers et al., Davis, and Birrell and Ould, among others. Davis discussed numerous approaches to defining requirements, including listing all inputs and outputs, listing major functions, structured requirements definition (SRD), structured analysis and design technique (SADT), structured analysis and system specification (SASS), modern structured analysis, PSL/PSA, and object-oriented problem analysis. Davis also provided several extended examples of applying these techniques. Many of these techniques also structure the process of decomposing a system into subunits, addressing task-subtask dependencies.

Although these techniques are certainly useful, they do not explicitly address how an understanding of the system is developed to address the higher-level usability dependency between systems development and system use. Instead, they provide a structured way to present and refine such an understanding. By contrast, Joint Application Development Technique (JADT), developed by IBM, provides a method for analysts to obtain information from and negotiate with clients in intensive workshop sessions. Unfortunately, JADT would have been difficult to apply in our sites because of restricted access to knowledgeable users, as discussed above.

Strategies for managing dependencies between requirements include techniques to reveal system interdependencies, such as formal representations or prototyping. Techniques for modeling systems are used to represent information gathered in a way that reveals potential problems. The methods are typically graphical, although physical and simulation models are occasionally used. Davis listed four notations for problem analysis—data-flow diagrams, data dictionaries, entity-relationship diagrams, and load object diagrams—and Birrell and Ould added structured English, Petri nets, and finite-state machines.

Most modeling methods allow the system to be described in several ways to provide a sufficiently comprehensive view of the system. For example, a model might include interfaces to external entities, functions to be performed, data transformations, structure of input/output data, relationships among information, and system behavior. An example of preventing dependencies is the decomposition of the system into decoupled components with well-defined interfaces or using design methodologies that only allow certain kinds of interactions, both with the goal of allowing dependencies only in well-known channels. As mentioned above, such techniques were tried in our sites, albeit with limited success.

Finally, none of the techniques seems to directly address the problem of finding an appropriate requirements engineer to work on a particular problem. Consideration of this issue led us to expand our study, as we discuss in the rest of this paper.

Limitations of coordination theory. After our initial analysis of data from our two sites, it seemed that coordination theory did illuminate some of the problems of requirements analysis on large projects, but it provided only one approach to the problems of requirements development. Better ways for analysts to coordinate were certainly important, but it seemed equally necessary for group members to develop shared understandings of customers' needs and to anticipate what actions would contribute to the process. In other words, the requirements analysis process seemed as much a matter of development of shared understandings and collective sensemaking as of communicating and coordinating. The key to the successful coordination of the requirements development seemed to be that analysts mostly "just knew" which features were needed, whom they had to consult for advice on which features to pick, whom to ask to write a specification or check a dependency, etc. The question then became, "How did they know that?"—a question that coordination theory was not designed to answer.
Collective mind theory

As we were trying to understand how the analysts learned what they need to know to determine requirements and manage their dependencies, we were introduced to Weick and Roberts's theory of collective mind. This theory describes how individual members of a group can act in ways that produce overall reliability in the face of complexity, especially when lack of comprehension can lead to disastrous consequences. The major claim of collective mind theory is that individuals develop shared understandings of the group's tasks and of one another that facilitate group performance. Collective mind theory was adopted because it addressed what had become for us the key question, namely how group members came to know how to contribute to the overall group performance.

Previous conceptions of group mind have been controversial because they seemed to imply the existence of some super-individual entity. By contrast, collective mind is described as an individual's "disposition to heed," hence an emphasis on "heedful" behaviors. If each member of a group has the desire and means to act in ways that further the goals and needs of the group (i.e., "heedfully"), then that group would exhibit behavior that might be described as collectively intelligent, even though it is the individuals who are intelligent, not the group. However, various group processes are crucial for building and maintaining these "heedful" dispositions and capacities, and these processes are the foci of the theory.

We began using collective mind theory approximately one-third of the way into our data collection. Therefore, we were able to modify our interview outlines to cover aspects suggested by collective mind theory for the remaining two-thirds of our interviews. We also reanalyzed earlier interviews from this perspective.

Applicability of the collective mind to requirements definition. Weick and Roberts originally described the collective mind in aircraft carrier flight deck operations. More generally, they listed three features of organizational environments that make the development of collective mind beneficial: (1) the need for high reliability, (2) nonroutine work, and (3) interactive complexity (the combination of complex interactions with a high degree of coupling). When some of the three are absent, it may be possible to satisfy organizational needs more easily, for example, through better training or increased specialization. However, when all three factors are present, it becomes essential for each individual to have a sophisticated conceptualization of the work, the people doing it, and his or her own place in the process. In the remainder of this section, we argue that these three features apply to software requirements development, making this theory applicable.

High reliability vs trial and error organizations. Errors early in the development process may not be as life-threatening as errors on an aircraft carrier, the original setting for collective mind theory, but they quickly become expensive and time-consuming to fix. In the case of mission-critical software, "minor" bugs and inconsistencies can create life-threatening hazards, such as malfunctioning 911 emergency telephone lines or air traffic control software that fails to adequately separate aircraft. Cost and schedule overruns are common in the software industry; these problems are often attributed to the costs of fixing problems that should have been caught during requirements definition. Therefore, software companies, and our two sites in particular, need to be highly reliable.

Nonroutine work. Early software development organizations do not routinely face unpredictable life and death crisis situations such as those studied by Weick and Roberts, but requirements definition does require a certain amount of creativity and improvisation. Each new software project has its own unique problems and characteristics, and the day-to-day ways in which developers respond to those can have enormous scheduling and budget implications.

Interactive complexity. The software systems developed by our sites were probably as complex as the aircraft carrier flight decks that served as the original setting for collective mind theory. Early software development for such software projects is too large a task for a single individual and yet too interrelated to be divided arbitrarily. Developers try to hierarchically decompose systems into pieces small enough to be handled by a single person and with minimal interactions with other pieces. Unfortunately, it is never possible to eliminate the need for interaction. Also, some types of software, including the products of the companies we studied, either require or would benefit from higher integration than is possible to develop under conditions requiring a minimum of interaction. For such organizations, a highly developed collective mind may permit better coordinated actions and thus better products.
Table 3  Comparison of collective mind features in research sites

<table>
<thead>
<tr>
<th>Collective Mind Feature</th>
<th>TC</th>
<th>LGC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution</td>
<td>Little contribution to building collective mind, due to segmentation of group and lack of recognition of need</td>
<td>Individuals worked to develop one another’s understanding of who was doing what and how the pieces fit together, through group meetings, progress reports, working papers</td>
</tr>
<tr>
<td>Representation</td>
<td>Group members often did not understand whole process and reported conflicting ideas about responsibility for feature list</td>
<td>Interviewees had little or no trouble identifying who was responsible for various aspects of the tasks</td>
</tr>
<tr>
<td>Subordination</td>
<td>Difficult to assess</td>
<td>Group split into factions, with different goals and approaches</td>
</tr>
<tr>
<td>Socialization</td>
<td>Lack of opportunities</td>
<td>Strong, but factionalized</td>
</tr>
<tr>
<td>Conversations</td>
<td>Lack of opportunities; some accidental encounters had unexpected benefits</td>
<td>High levels within factions</td>
</tr>
<tr>
<td>Recapitulation</td>
<td>Difficult to assess</td>
<td>War stories and key working papers</td>
</tr>
</tbody>
</table>

Collective mind in requirements development. Weick and Roberts identified three individual behaviors' that epitomize group tasks: (1) contribution (an individual member of a group contributes to the group outcome), (2) representation (an individual builds internal models of the group), and (3) subordination (an individual puts the group’s goals ahead of individual goals).

These actions go on in any group setting. The issue for collective mind is how “heedfully” (to use Weick and Roberts’s term) they are done; are they done carefully, appropriately, intelligently? To the extent they are, the group will display collective mind. Although conceptualized separately, these three concepts overlap and reinforce one another to some degree. It is difficult to imagine heedful contributions from even highly talented and motivated individuals with weak representations of the group’s needs and structure. Similarly, one cannot build an accurate representation without the contributions of others, nor can one heedfully subordinate without an accurate representation of the group’s goals.

At TC, the collective mind seemed weak. In the interviews, we did not find robust understandings of how individual work fit the big picture, a failure of representation. At LGC, we found that requirements were determined by a smaller and much more tightly knit group. Most of the analysts had a fairly good understanding of the whole project and their place in it. However, disagreements about the approach to be used hampered individuals' subordination to the group, again resulting in a weak collective mind and reduced effectiveness. In the remainder of this section, we discuss the three aspects of collective mind at our sites. This analysis is summarized in Table 3.

**Contribution.** Contribution is the individual’s input to the system. Individuals contribute when they perform a task, such as generating a requirement or interpreting a user’s request, make a decision, or participate in the social processes that build the collective mind as discussed below. These contributions can be performed more or less heedfully in that individuals can perform tasks conscientiously, make decisions intelligently, coordinate their contributions with those of others, and so forth.

In TC, we found little contribution from individuals toward building the collective mind (as opposed to contributing toward the final product of the group). Such work was difficult to accomplish because of the segmentation of the organization and the lack of encouragement to overcome these obstacles or even recognition that doing so might be important or useful. Although meetings were held and information exchanged through many channels, this information appeared to focus primarily on the work products. (It is possible that efforts were made at times other than our visits, but results of such efforts were not apparent.) Since the collective mind was weak, contributions to the final product were lessened.

In the case of LGC, we saw a somewhat different situation. In addition to producing work products, individuals also worked to develop one another’s understanding of who was doing what and how the pieces fit together. There was an organizational emphasis on sharing information among team members and throughout the organization through small and
large meetings as well as widely disseminated progress reports and working papers. Members were encouraged to and frequently gave presentations on their work in progress, which were well attended both by group members and outsiders. Members frequently took the time to meet with other interested parties to explain what they were doing and how they were doing it. Although doing this extra work to develop the collective mind took time, the work enabled individuals to more efficiently direct their efforts when working on their projects.

Representation. Representation is the group's input to the system that is assimilated to varying degrees by each individual. As individuals do and say things, those actions are interpreted and synthesized by others who use that information to build their own internal model of the group. This model enables them to visualize how they fit in, how others will act, and how their actions will affect others. It embodies their ideas about the goals of the group and how they may be accomplished. Representations are created and acted upon more or less heedfully in that individuals' models can be more or less similar to others' models, individuals' models can be more or less similar to reality, and organizations can engage in processes that disseminate the information necessary to build the models more or less conscientiously.

The important point is that individuals need to develop models of what others do and a shared understanding of the problem they are working on. In particular, developers need to understand one another and the users' needs in order to be able to develop systems that solve their problems. Walz et al. similarly noted the importance of building "shared models of the problem under consideration and potential solutions." Such representations might include what Fischer et al. described as domain models, which they noted were "socially constructed over time by communities of practice." As a result of the problems discussed above, the group at TC seemed to have undeveloped representations. In our interviews, for example, we found different understandings about how the feature list was developed. Different interview subjects had different ideas about who was ultimately responsible for the list, the steps necessary or desirable to ensure its completeness and consistency, or who would be affected by problems with the feature list. In one case, an engineer who prepared bids reported that he had learned from a more-or-less chance meeting that his work overlapped the work of planners later in the process. In this case, this lack of understanding resulted in duplicate work. The engineer knew how to do his job, but not how what he did could be reused by others.

In the case of LGC, we found that individuals generally had fairly well-developed representations. Interviewees had little or no trouble identifying who was responsible for various aspects of the tasks in which they were involved. Furthermore, although they could not describe the details of someone else's software, they frequently could give an accurate overview of its scope and approach. They also reported that they generally had little difficulty correctly identifying persons whose software would be affected by changes they wished to make in their own code.

Subordination. Finally, subordination involves the reliance of the individual on the system. Individuals subordinate when they trust others to provide needed information, when they obey superiors, and when they make decisions based on the needs of the system above and beyond their own personal needs. The act of heedful subordination separates organizations with highly developed collective minds from structures like markets in which the whole is held together by many individuals acting purely in their own best interests. Subordination can be performed more or less heedfully in that trust can be built on strong or shaky foundations, individuals' representations of the system to which they are subordinating can be more or less accurate, and individuals may or may not choose their own interests over those of the system.

At TC, it was difficult to assess the extent of subordination because of the problems with representation. Individuals did their jobs in the way they believed they contributed best, but they did not always know the overall goal. At LGC, what was particularly lacking from a collective mind perspective was subordination. Our interviews suggested that the group had split into four factions, which caused friction and delays within the group. One faction consisted of the "old-timers" who had been with the company for many years and had extensive experience with air traffic control systems but less with coding large software development projects, such as the prototypes. Another consisted of relative newcomers to the company, who had more experience and education in software development techniques, but less with air traffic control systems. Management had much in common with the old-timers, but was focused on management issues and dealing with the government sponsor. Finally, there was an experimenters' fac-
tion that used the prototype system to run controlled experiments. Most experimenters had extensive experience with air traffic control systems and with analysis, but not with software development.

Even though the collective minds were quite well-developed within these groups, subordination seemed not to cross the borders. One example of this was when the newcomers wanted to use object-oriented methods to specify the system requirements. The old-timers did not like this idea because they were not familiar with the techniques and because it would be difficult to retrofit inherited software (the majority of the system) to the new paradigm. The newcomers, however, were a majority and were more cohesive as a group. Because of their software expertise, they managed to convince enough people that this approach was the right solution. The group struggled with the new methods, but in the end, without the full support and expertise of everyone, they gained few of the benefits while essentially wasting much time.

In this case, each faction was willing to understand what was happening, but only from the point of view of the faction. The old-timers were unable and unwilling to take advantage of the newcomers' expertise in new methods for large-scale software development, whereas the newcomers were unable and unwilling to take advantage of the old-timers' familiarity with the software and domain knowledge. Thus, representation was good, but it did not extend far enough. In addition, there were not enough individuals in either faction who were able to put aside their own assumptions and biases long enough to really examine the problem and what it demanded, a failure of subordination.

Tools and techniques for developing collective mind. As we mentioned above, many requirements analysis techniques and tools seem to have been designed to improve communications and coordination. However, collective mind theory suggests improving performance by actively supporting the development of representation, contribution, and subordination within the group. In both companies, we believe that a more developed collective mind could have solved some of the problems the group experienced as they developed system requirements.

First, tools and techniques might directly support the development of representation, provide a channel for contributions, or help users understand group needs. Walz et al. note many problems that arose because of difficulties creating a shared memory.4 However, developing shared representations requires more than simple communications. As Boland and Tenkasi put it, "the problem of integration of knowledge in knowledge-intensive firms is not a problem of simply combining, sharing, or making data commonly available. It is a problem of perspective taking in which the unique thought worlds of different communities of knowing are made visible and accessible to each other."5 They went on to describe several systems for building and sharing representations of work. Atwood et al. described a system, called Design Intent, for facilitating the development of, "shared problem understandings across problem stakeholders which is the source of the system requirements."6

Besides directly supporting these processes, systems might help by supporting the development of the collective mind. Weick and Roberts suggested three types of social processes that underlie the building of collective mind: socialization, conversation, and recapitulation.7

Socialization. Collective mind theory suggests that it is important to pay attention to how new members are socialized into a group. People joining a group need to understand how they fit into the process being performed (i.e., their contribution and subordination). They need to be encouraged and educated to interact with one another to develop a strong sense of "how we do things around here" (i.e., representation). The richer the social environment, the richer the understanding can be. The socialization of newcomers is especially important, because in the act of explaining the situation to others, veterans have an opportunity to critically reflect on that situation and change it, effectively resocializing themselves in the process.

Socialization seems obvious, but did not seem to be done well at TC. Individuals who had moved to different positions within the group reported that they encountered a whole new view of the process and their responsibilities within it and had to discover for themselves how best to contribute. In some cases, these roles were new, requiring the new people to define for themselves what they should do, rather than being socialized or trained.

Socialization at LGC, in contrast, was better developed. A strong, almost elitist sense of what it meant to work at LGC was promoted at virtually every level from the moment an employee entered the organi-
zation. Document and presentation formats, even for internal distribution, were strictly defined and enforced—and they always included the LGC logo prominently displayed. Sharing of one’s work and knowledge was not only encouraged, but required.

At a more detailed level, however, there were some breakdowns. As described above, we found that factions had developed. The separation was particularly evident in the socialization of new group members. If a new group member was younger or more software-oriented, he or she would be primarily taken under the wings of other young, software-oriented people (the “newcomers”). If a new group member was older or more domain-oriented, he or she would be primarily socialized by the “old-timers” and management. Thus, whatever differences existed among the factions were perpetuated and perhaps intensified by this process.

Socialization might be enhanced through organizational arrangements such as mentors or co-ops. LGC recruited many employees from its co-op program, which has the advantage that new employees arrive already knowing something about the organization. Lave and Wenger’s notion of legitimate peripheral participation may also be useful here. Socialization can also be promoted through computer tools. For example, the Design Intent system allows designers to share information about the project and about themselves with the explicit goal of fostering socialization as well as communicating important design information.

Conversation. Second, Weick and Roberts stress the importance of conversation. It is difficult to build a collective mind if people do not talk to one another somehow. Meetings, social events, hallway conversations, and electronic mail or conferencing are all ways in which group members can get in touch with what others are doing and thinking.

One problem with the groups in TC was simply that individuals had few opportunities to talk to one another because of the volume of work and the division of the process into discrete subtasks performed by different groups. Strikingly, one subject reported benefits simply from being on the same committee as others in the group, consistent with Walsh’s observation that “some minimal level of social contact (about anything) in an organization may be necessary to maintain an alert organization mind.” A lack of conversation was a particular problem for the groups we were studying because they typically could not deeply involve the users in the design, a key success factor suggested by many requirements analysis techniques.

At LGC, there was a very high level of conversation within factions and some (though not nearly as much) across factions. Of the factions, the newcomers appeared to have much higher levels of conversation. Not only did they work together, often helping each other solve difficult software problems, they frequently had lunch together, played on departmental athletic teams together, and socialized together after work. There were even several relationships and a few marriages that came out of this group! Communication within other factions was also good, though it was somewhat more likely to be formal (e.g., through memo or meeting) and far less likely to include recreational tasks. Unfortunately, establishing communication between management and the other groups was difficult. Management was often off-site, in meetings with government sponsors, and therefore unavailable. Also, management often did not convey all the details of the interaction with the sponsor. Although this was a reasonable tactic given the sponsors’ proximity to frequently change requirements, it created a situation where nonmanagement personnel were unable to form a robust understanding of the sponsors’ needs.

Conversation might be enhanced through various arrangements such as widely distributed progress reports or periodic group meetings. Allen showed how the physical arrangement of office space and equipment can increase interaction. Conversation might also be supported with computer tools, such as computer conferences. For example, several computer companies support computer conferences on work and nonwork topics as a way to promote interaction. Walz et al. suggest training group members in dialectical techniques to promote fuller discussion of potentially problematic issues, again improving communications.

Recapitulation. Finally, Weick and Roberts stress the importance of recapitulation. To keep the collective mind strong and viable, important events must be “replayed” and reanalyzed and shared with newcomers. The history that defines who we are and how we do things in an organization must be continually reinforced, reinterpreted, and updated.

Of the three processes, this was the most difficult to detect and probably the least well-developed. At LGC there was some evidence of recapitulation.
Recapitulation might be promoted by encouraging debriefing (or “bull”) sessions, where individuals recount their perspectives on recent events. Such sessions could prove valuable as a way to socialize newer members of the group, even if they do not directly educate listeners on how to behave. Recapitulation might also be supported by computer tools. Many design tools allow developers to replay decisions, to understand what has been done before and why, as suggested by Walz et al. For example, Boland and Tenkasi describe what they call task narrative forums, in which members of the community can create and share narratives. As they note, “through narrative, the community constructs its practices and its social world by building and restoring its sense of the canonical.”

Conclusions

Our initial interviews suggest that the combination of coordination theory and collective mind illuminate some of the problems in requirements analysis. Coordination theory suggests that actors must identify and manage dependencies inherent in the process, whereas the collective mind describes how individuals may learn how to act in ways that enhance the reliability of the group.

Coordination theory seemed to be useful in focusing on the cause of some problems, although less useful in identifying solutions. For example, interdependencies between requirements caused problems, so it was necessary for analysts to identify dependencies or conflicts and manage them. To develop correct and complete requirements, information must be obtained about the needs of users and the abilities of developers, who may or may not be available for consultation. More specifically, we would recommend that TC ensure that the database of feature interactions is kept up-to-date to eliminate at least the most obvious conflicts.

Although coordination theory suggested that there were problems and described what analysts needed to know and do to manage them, it did not clarify for us how members of the team learned what they did. To be fair, sources of this “knowing how” are not a central concern of coordination theory; as Malone and Crowston pointed out, coordination depends on underlying processes of decision-making, communication, and perception of shared objects, but these are not part of the theory itself.

At these levels, the collective mind theory provided a useful adjunct to coordination theory. In a sense, a well-developed collective mind is an alternative coordination mechanism. A group member who can successfully anticipate what others are likely to do can spend less time checking or asking. Without such understanding, coordination becomes more difficult and time-consuming.

Constantine described a similar phenomenon in what he calls the synchronous or harmonious alignment paradigm for group organization, but noted that static performances “tend not to be highly responsive or adaptive to changing requirements.” By contrast, a well-developed collective mind should allow group members to anticipate how to react even in novel situations, such as the crises studied by Weick and Roberts.

More specifically, we would recommend that TC directly address the development of collective mind within and across the requirements development group. Opportunities for socialization, conversation, and recapitulation could be strengthened, for example, by providing time and space for social interactions and by consciously reflecting as a group on successes and difficulties near the end of each project. Such interactions might even be supported by a computer-conferencing system. LGC, where the collective mind was generally stronger, might benefit from the increased participation of two groups: management, who could provide a wider perspective on the goals of the project, and the experimenters, who were the immediate users of the simulation.

More generally, it may be that too much specialization can lead to less intelligent action. People need to understand what the other people do and how they do it. Perhaps it is not essential for them to be able to actually take over another position, but they do need to understand well enough to predict how their own actions will affect everyone else and how they are likely to be affected by others. Smaller groups are often thought to be more effective for software development but are not practical for the large
projects worked on by the companies we studied. However, coordination and collective mind theory taken together suggest what it is about small groups that makes them work better: small groups more easily develop a collective mind, thus facilitating the coordination of requirements development.

Our study also has implications for those hoping to develop distributed groups that interact primarily or only through electronic media. Because development of collective mind depends on processes of socialization, conversation, and recapitulation, it will probably be difficult for such a group to develop a strong collective mind. It may be that a strong collective mind is unnecessary for the group’s tasks, e.g., if the information needed is all relatively unambiguous and at-hand. However, if a strong collective mind would be beneficial or necessary, managers may wish to ensure that the group has opportunities for socialization, conversation, and recapitulation, even if they meet face-to-face only rarely.

In this study, we used coordination and collective mind theory to diagnose problems in software requirements analysis and suggest possible remedies. We did not formally test either theory, and we do not claim to have “proven” either one. Rather, we have demonstrated that both can be useful in understanding these situations. Much work remains before these theories can be formally tested using standard research techniques. A necessary first step is to develop useful measures, e.g., for the various forms in which collective mind is displayed (contribution, representation, and subordination). Perhaps a more appropriate test, though, would be to apply the clinical research perspective. We believe that the two theories provided suggestions for improving the performance of the organizations we studied. This claim can be tested by using our results as a basis for an intervention in these companies. Following this path, we hope at some future date to be able to report on the outcomes of our attempts to improve collective mind and coordination in organizations.
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